
BRAUER–MANIN OBSTRUCTIONS REQUIRING ARBITRARILY MANY
BRAUER CLASSES

JENNIFER BERG, CARLO PAGANO, BJORN POONEN, MICHAEL STOLL,
NICHOLAS TRIANTAFILLOU, BIANCA VIRAY, AND ISABEL VOGT

Abstract. On a projective variety defined over a global field, any Brauer–Manin obstruc-
tion to the existence of rational points is captured by a finite subgroup of the Brauer group.
We show that this subgroup can require arbitrarily many generators.

1. Introduction

A fundamental problem in arithmetic geometry is to determine, given a regular projective
geometrically integral variety X over a global field k, whether X(k) ̸= ∅. A first approach
is to check local solvability, i.e., whether X(kv) ̸= ∅ for all places v; this can be done
effectively. However, there are many varieties that fail the so-called local-to-global principle;
that is, X(k) = ∅ even though X(kv) ̸= ∅ for all places v. All but a handful of such examples
in the literature are explained by the Brauer–Manin obstruction, first introduced by Manin in
1970 [Man71].

Manin observed that the functoriality of the Brauer group gives a pairing

⟨·, ·⟩ : X(Ak)× BrX → Q/Z
and an exact sequence from global class field theory (2.1) implies that X(k) is contained
in the left kernel of ⟨·, ·⟩. More precisely, each element α ∈ BrX defines a subset X(Ak)

α

consisting of all adelic points orthogonal to α under ⟨·, ·⟩. For B ⊂ BrX, define X(Ak)
B :=⋂

α∈BX(Ak)
α. The Brauer–Manin set is X(Ak)

Br := X(Ak)
BrX .

For a regular projective variety X, the continuity of ⟨·, ·⟩ implies that if X(Ak)
Br = ∅ then

there exists a finite subgroup B ⊂ BrX that captures the obstruction, in the sense that
X(Ak)

B = ∅. In fact, in the literature, the vast majority of examples with X(Ak)
Br = ∅ have

X(Ak)
⟨α⟩ for one α ∈ BrX, but this is likely because it is simpler to compute the obstruction

from one element. To the best of our knowledge, the only examples requiring more than one
element are [KT04, Example 7] and [Cor07, Example 9.4].

Our main result shows that the examples in the literature are not representative of what
is theoretically possible, that the finite subgroup B ⊂ BrX that captures a Brauer–Manin
obstruction can require arbitrarily many generators.

Theorem 1.1. Let N be a positive integer and let k be a global field of characteristic
not 2. There exists a smooth projective geometrically integral variety X over k such that
X(Ak)

Br = ∅, while for all subgroups B ⊂ BrX generated by at most N elements, X(Ak)
B

is nonempty.
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Remarks 1.2.

(a) If S is a subset of BrX and ⟨S⟩ is the group generated by S, thenX(Ak)
S = X(Ak)

⟨S⟩.
This is why we use only subgroups of the Brauer group in our statements.

(b) The variety X we construct is a conic bundle over P1. In particular, X is a geo-
metrically rational surface. However, for some other types of geometrically rational
surfaces, a Brauer–Manin obstruction, when present, is always captured by a single
element of the Brauer group. For example, this holds for quartic and cubic del Pezzo
surfaces [CTP00, Lemma 3.4 and the following Remark (ii)].

(c) Theorem 1.1 considers how many generators are required for the subgroup B. One
can also ask about constraints on the orders of the elements in B. This and re-
lated questions were considered in work of Skorobogatov and Zarhin [SZ17], Creutz
and Viray [CV18], Creutz, Viray, and Voloch [CVV18], and Nakahara [Nak19]. See
also [Vir23] for a survey of these questions.

(d) In this paper, we are interested in varieties with empty Brauer–Manin set. It is
worth noting that there are varieties with nonempty Brauer–Manin set that still fail
to have rational points. The first example of this was constructed by Skorobogatov
in 1999 [Sko99]; see [Poo10,HS14,BBM+16,CTPS16,KPS22] for further examples.

1.1. Outline. In [CTP00, Lemma 3.4], Colliot-Thélène and Poonen reformulate the Brauer–
Manin obstruction in terms of dual groups. We use this perspective in Section 3 to provide
a combinatorial local criterion for the behavior in Theorem 1.1. The remainder of the paper
focuses on constructing a variety X which exhibits this local behavior. In Section 4, we
collect various lemmas about polynomials taking prescribed values which will be used in
the proof. In Section 5, we present a version of Faddeev’s theorem on the Brauer group of
a rational function field that is valid over any constant field. In Section 6, we review and
generalize some well-known facts on conics and conic bundles; in particular, our Theorem 6.5
generalizes a result on Brauer groups of conic bundles to a setting more general than we
need, for the sake of potential future applications. The heart of the paper is Section 7,
which constructs suitable conic bundles split by a constant extension by using a pullback
construction generalizing [CTP00, Lemma 3.3]. In Section 8, we give for each N ≥ 1, an
explicit construction of a conic bundle over Q as in Theorem 1.1 with the additional property
that the local evaluation maps X(Qv) × BrX → Q/Z are constant for all but one place v.
Finally, we include an appendix which explores the possible ways that the combinatorial
criterion from Section 3 can be achieved.
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2. Notation

For any field k, let Br k be its Brauer group. If char k ̸= 2 and a, b ∈ k×, then let (a, b) be
the class of the quaternion algebra k⟨i, j⟩/(i2 = a, j2 = b, ij = −ji) in Br k.
Suppose that k is a global field. For each place v of k, let kv be the completion, and let

invv : Br kv → Q/Z be the injection defined using the sign convention of [CTS21, Def. 13.1.7];
see also [CTS21, Rmk. 13.1.12]. There is an exact sequence

0 −→ Br k −→
⊕
v

Br kv

∑
v invv−−−−→ Q/Z −→ 0. (2.1)

For any scheme X, let X(1) be the set of points of codimension 1. If t ∈ X, let k(t) be the
residue field. If X is integral, let k(X) be the function field of X.

Let X be a regular projective geometrically integral variety over k. Its Brauer group is
BrX := H2

et(X,Gm), and its subgroup of constant classes is Br0X := im (Br k → BrX). We
write BrX for the quotient BrX/Br0X. Summing the local pairings

⟨·, ·⟩v : X(kv)× BrX −→ Q/Z
(Pv, α) 7−→ invv P

∗
v α

defines the Brauer–Manin pairing ⟨·, ·⟩ : X(Ak) × BrX → Q/Z. Fix a finite subgroup B ⊂
BrX and let B̂ = Hom(B,Q/Z); we obtain set maps

ϕv : X(kv) −→ B̂

Pv 7−→ (α 7→ invv P
∗
v α)

summing to ϕ : X(Ak) → B̂, and their images Sv := ϕv(X(kv)) sum in B̂ to the image
S := ϕ(X(Ak)) (we have Sv = {0} for all but finitely many places v, so the sum is well-
defined). These definitions extend naturally to an injective homomorphism B ↪→ BrX
(rather than a subgroup B ⊂ BrX).

3. A group-theoretic interpretation of the Brauer–Manin obstruction

Lemma 3.1. Let X/k be a regular projective geometrically integral variety and let B ⊂ BrX
be a finite subgroup.

(a) We have X(Ak)
B = ∅ if and only if 0 /∈ S.

(b) There is a proper subgroup B′ ⊊ B with X(Ak)
B′

= ∅ if and only if there exists a

nontrivial subgroup H ⊆ B̂ that is disjoint from S.

Proof.
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(a) For y ∈ X(Ak), the following three conditions are equivalent: y ∈ X(Ak)
B; ⟨y,B⟩ = 0;

ϕ(y) = 0. Thus X(Ak)
B ̸= ∅ if and only if 0 ∈ ϕ(X(Ak)) =: S.

(b) Suppose that B′ and H are groups corresponding under the bijection

{subgroups of B} ←→ {subgroups of B̂}

B′ 7−→ H := ker(B̂ → B̂′).

Then B′ ̸= B if and only if H ̸= {0}. Let S ′ be the image of the composition

X(Ak) → B̂ → B̂′. By (a), X(Ak)
B′

= ∅ if and only if 0 /∈ S ′, which holds if and

only ifH∩S = ∅, sinceH = ker(B̂ → B̂′) and S ′ is the image of S under B̂ → B̂′. □

Corollary 3.2. Let B ⊂ BrX be a finite elementary abelian 2-group. Then the two con-
ditions X(Ak)

B = ∅ and X(Ak)
B′ ̸= ∅ for all proper subgroups B′ ⊊ B hold if and only if

S = B̂ ∖ {0}.

To prove Theorem 1.1, we construct a variety X whose Brauer group contains a subgroup
B isomorphic to (Z/2Z)n such that the induced map B → BrX is an isomorphism and the

image S of X(Ak) in B̂ is B̂ ∖ {0}. One potential way to obtain S = B̂ ∖ {0} is to arrange

that Sv0 = B̂ ∖ {0} for a single place v0 and Sv = {0} for all v ̸= v0; this is what we do in
Section 7 after some preliminaries in Sections 4, 5, and 6. There are other ways to arrange
S = B̂ ∖ {0}, but the number of places v where ϕv is nonconstant can be bounded in terms
of dimF2 B:

Theorem 3.3 (Specialization of Theorem A.3). Let B ⊂ BrX be a finite elementary abelian
2-group. If X(Ak)

B = ∅ and X(Ak)
B′ ̸= ∅ for all proper subgroups B′ ⊊ B, then

#{places v of k : #Sv ≥ 2} ≤ dimF2 B − 1.

In the appendix, we also show that, set-theoretically, this upper bound is sharp.

4. Polynomials with prescribed values

4.1. Square and nonsquare values of polynomials. In this section we collect various
lemmas about polynomials taking prescribed values which will be used in the proof of The-
orem 1.1.

Proposition 4.1. Let F be a finite field of odd characteristic, n be a nonnegative inte-
ger, f1, . . . , fn ∈ F[x], and set d =

∑
deg fi. Assume that f1, . . . , fn are independent in

F(x)×/F(x)×2. Then

#{c ∈ F : fi(c)εi ∈ F×2 for all i} = (#F)/2n +O(d
√

#F),

for any choice of ε1, . . . , εn ∈ F×, where the implicit constant in O(d
√
#F) is absolute. In

particular, if #F is sufficiently large relative to n and d, then the polynomials fi simultane-
ously realize all collections of square classes (F×/F×2)n.

Proof. For each i, let Zi ⊂ A1 be the set of zeros of fi. Let Z =
⋃
Zi, so #Z ≤ d. Let

U = A1 ∖ Z. Let X be the {±1}n-cover of U defined by the equations εiy
2
i = fi(x) for

i = 1, . . . , n. The independence hypothesis implies that X is geometrically irreducible. By
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the Riemann–Hurwitz formula, X is a curve of genus O(2nd) minus at most 2n(#Z + 1) =
O(2nd) punctures (the +1 is for ∞). Now

2n#{c ∈ F : fi(c)εi ∈ F×2 for all i} = #X(F) = #F+O(2nd
√

#F),

by the Weil bound. The two claims follow. □

4.2. Polynomial interpolation.

Lemma 4.2. Let F be a finite field, let n ≥ #F be an integer, and let g : F → F be a
function. Then there exists a monic degree n polynomial f ∈ F[x] such that f(c) = g(c) for
each c ∈ F.

Proof. Lagrange interpolation constructs h(x) of degree at most #F−1 with the same values
as g(x)− xn. Let f(x) = xn + h(x). □

Lemma 4.3. Let v be a nonarchimedean place of k. Let U1, . . . ,Um be nonempty open
subsets of P1(kv) whose union U contains ∞. For any sufficiently divisible positive integer d,
there exists a degree d polynomial g ∈ kv[x] such that g(P1(kv)) is contained in U and meets
every Uj.

Proof. Write O for the valuation ring of kv, write p for its maximal ideal, and q := #O/p.
By repeating the Uj if necessary, we may enlarge m to assume that m = qe for some positive
integer e. Let a1, . . . , am ∈ O be a complete set of representatives for O/pe. For i = 1, . . . ,m,
define

hi(x) :=
∏
j ̸=i

(x− aj)
(ai − aj)

.

Claim 1: If b ∈ ai + pe, then hi(b) ∈ 1 + p.

Proof : For each j ̸= i, the factor
b−aj
ai−aj = 1 + b−ai

ai−aj belongs to 1 + p.

Claim 2: If b ∈ aℓ + pe for some ℓ ̸= i, then hi(b) ∈ p.
Proof : We have v(

∏
j ̸=i,ℓ(b− aj)) = v(

∏
j ̸=i,ℓ(aj − ai)) because the factors in each product

are representatives for all cosets except pe and aℓ− ai+ pe, and representatives for the same
nonzero coset have the same valuation. Thus v(hi(b)) = v( b−aℓ

ai−aℓ
) ≥ e− v(ai − aℓ) > 0.

For each i, choose ci ∈ Ui − {1,∞}. Let M be a positive integer. Now set

g(x) =
m∏
i=1

(1 + (ci − 1)hi(x)
M).

IfM is divisible by a large enough power of q, then g maps ai+pe into Ui and maps P1(kv)−O
into the neighborhood U of ∞. □

4.3. Detecting irreducibility.

Lemma 4.4. Let h ∈ k[x] be an irreducible polynomial and let v be a place such that h has
a root θ ∈ kv. If g ∈ k[x] is a polynomial such that g − θ is irreducible over kv, then h ◦ g is
irreducible over k. Moreover, if h and g − θ are separable, then so is h ◦ g.
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Proof. Let α be a zero of g(x) − θ in some extension of k(θ), so α is a zero of h ◦ g. Since
g(x) − θ is irreducible over kv, it is irreducible over k(θ), so [k(α) : k(θ)] = deg g. On the
other hand, h is irreducible, so [k(θ) : k] = deg h. Multiplying gives [k(α) : k] = deg(h ◦ g),
so h◦g is irreducible over k. If, moreover, h and g−θ are separable, then the same argument
with separable degrees shows that h ◦ g is separable. □

5. Brauer group of a rational function field in one variable

Theorem 5.1 (Faddeev). Let k be a field, and let ksep be a separable closure. There is an
exact sequence

0 −→ Br k −→ ker
(
Brk(P1

k)→ Brk(P1
ksep)

) ∂−→
⊕

t∈(P1
k)

(1)

H1(k(t),Q/Z) Cor−→ H1(k,Q/Z) −→ 0

in which ∂ = (∂t) is given by residue maps, and Cor =
∑

t∈(P1
k)

(1) Cork(t)/k.

Proof. A proof for perfect k can be found in [CTS21, Proposition 1.5.1 and Theorem 1.5.2].
The same proof yields the more general statement given here after the minor change of re-
placing an algebraic closure k with a separable closure ksep. One detail: the proof of [CTS21,
Proposition 1.5.1] shows that H2(Gal(ksep/k),k(P1

ksep)) = ker (Brk(P1
k)→ Brk(P1

ksep)), and,
when k is perfect, simplifies this by using Brk(P1

ksep) = 0 (Tsen’s theorem); we just skip the
last step. (When k is imperfect, Brk(P1

ksep) is nontrivial.) □

Remark 5.2. For t ∈ (P1
k)

(1), we have H1(k(t),Q/Z) ≃ H1(Lt,Q/Z), where Lt ⊂ k(t) is the
maximal separable subextension.

6. Generalities on conic bundles

Let k be a field of characteristic not 2.

6.1. Conics. A conic over k is a closed subscheme of P2 := P2
k cut out by a nonzero quadratic

form. A conic is split if it is isomorphic to P1, or, equivalently, is smooth and has a k-point.

Lemma 6.1. Let X be a conic over k. Let a ∈ k×. Then Xk(
√
a) is split if and only if X is

isomorphic to x2 − ay2 − bz2 = 0 for some b ∈ k×.

Proof. Because of the correspondence between conics and quaternion algebras, this is equiv-
alent to [CTS21, Prop. 1.1.9]. □

Lemma 6.2 ([CTS21, Eqn. (7.3) and Prop. 7.1.3]). Let X be a smooth conic over k. Let
[X] ∈ Br k be the class of the associated quaternion algebra. Then Br k → BrX is surjective,
with kernel generated by [X].

6.2. Conic bundles over P1. Given a morphism of varieties π : X → P1 := P1
k and t ∈ P1,

let Xt = π−1(t). Let η ∈ P1 be the generic point, so Xη is the generic fiber.
In this paper, a conic bundle is a regular projective geometrically integral surface X with

a proper map to P1 whose fibers are conics and whose generic fiber is smooth; because of
[CTS21, Lemma 11.3.2], there is no harm in assuming also that the fibers are irreducible and
reduced (but not necessarily geometrically irreducible). The degeneracy locus D of X → P1

consists of the t ∈ P1 such that Xt is not smooth (over k(t)). A conic bundle is split if its
generic fiber is split.
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6.3. Conic bundles split by a constant quadratic extension. The base for our conic
bundles will be P1 := Proj k[u0, u1]. Let u = u0/u1 and A1 := Spec k[u] ⊂ P1. There is
a bijection between squarefree homogeneous polynomials F ∈ k[u0, u1] of even degree and
squarefree polynomials f ∈ k[u] given by

F (u0, u1) 7→ F (u, 1) and f(u) 7→ f
(
u0
u1

)
u
2⌈deg f/2⌉
1 .

Let a ∈ k×. Let f ∈ k[u] be a squarefree polynomial of degree d ≥ 1. Let F ∈ k[u0, u1]
be the corresponding homogeneous polynomial of even degree 2⌈d/2⌉. The regular affine
surface

y2 − az2 − f(u) = 0 in A3 = Spec k[u, y, z]→ A1 = Spec k[u]

is an open subvariety of the conic bundle X = Xa,f
π→ P1 defined by

w2
0 − aw2

1 − F (u0, u1)w2
2 = 0 in P

(
OP1 ⊕OP1 ⊕OP1

(⌈
d
2

⌉))
.

Its degeneracy locus D is the zero locus V (F ) ⊂ P1. In particular, ∞ ∈ D if and only if
F (1, 0) = 0, which happens if and only if d is odd. If d is even, then the fiber X∞ is the
smooth conic w2

0 − aw2
1 − bw2

2, where b is F (1, 0), the leading coefficient of f .
A polynomial in k[u] or a homogeneous polynomial k[u0, u1] is separable if it has no repeated

factors over an algebraic closure k; this condition is stronger than squarefree if k is imperfect.
If f is separable, then Xa,f is smooth over k.

Lemma 6.3. Let π : X → P1 be a conic bundle over k. Let a ∈ k×. Then Xk(
√
a) → P1

k(
√
a)

is split if and only if X is birational to Xa,f over P1 for some squarefree polynomial f .

Proof. By Lemma 6.1 over k(u), Xk(
√
a) is split if and only if the generic fiber Xη of X → P1

is isomorphic to x2− ay2− fz2 = 0 for some f ∈ k(u)×. If the latter holds, we can multiply
f by a square to assume that f is a squarefree polynomial. □

6.4. Brauer groups of conic bundles.

Lemma 6.4. Let a ∈ k×2, let f be a squarefree polynomial, and let X := Xa,f . Then
BrX = Br0X = Br k.

Proof. Write a = b2 with b ∈ k×. The generic fiber Xη of X → P1 is a smooth conic with
a rational point [b : 1 : 0], so Xη ≃ P1

k(u). Applying [Poo17, Lemma 6.9.8] twice yields

BrX ≃ BrP1 ≃ Br k. □

Theorem 6.5. Let a ∈ k×. Let f ∈ k[u] be a squarefree polynomial, let F ∈ k[u0, u1] be the
corresponding homogeneous squarefree polynomial of even degree, and let π : X → P1

k be the
conic bundle morphism of X = Xa,f .

(a) We have 2BrX = 0.
(b) Let V (F )split be the set of closed points t ∈ V (F ) that split in P1

k(
√
a)
→ P1

k, i.e., are

such that a ∈ k(t)×2. Define

G := {g ∈ k(P1)× | vt(g) ≡ 0 (mod 2) for all t /∈ V (F )}
Gsplit := {g ∈ k(P1)× | vt(g) ≡ 0 (mod 2) for all t /∈ V (F )split}.

Then

1 −→ Gsplit −→ G
(a,−)−−−→ Brk(P1)

Br k
7



is exact.

(c) The image of the composition G (a,−)−−−→ Brk(P1)
π∗
−→ Brk(X) is contained in BrX,

and

1 −→ ⟨f,Gsplit⟩ −→ G −→ BrX −→ 0

is exact.
(d) The following are equivalent:

(i) f ∈ Gsplit;
(ii) V (F )split = V (F );
(iii) f is an element of k× times a norm from the extension k(P1

k(
√
a)
)/k(P1);

(iv) The element (a, f) ∈ Brk(P1) lies in Br k;
(v) ∂t(a, f) = 1 for all t ∈ (P1)(1);
(vi) a ∈ k(t)×2 for all t ∈ V (F );
(vii) Gsplit = G.

(e) Write F = F1 · · ·Fn with Fi irreducible; suppose that n ≥ 1. For each i, let fi =
Fi(u, 1). Suppose that for each i, the degree of Fi is even and a is not a square in
k[u]/(fi(u)). Then the images of (a, fi) generate the F2-vector space BrX, and the
only F2-linear relation they satisfy is that their sum is 0. In particular, BrX ≃
(Z/2Z)n−1.

Proof. If char(k) = 0, this follows from [CTS21, Prop. 11.3.4]. A similar argument gives the
result in positive characteristic, but we do not know a reference, so we provide a proof.

(a) Let L := k(
√
a) and G := Gal(L/k). Lemma 6.4 gives the second row of the diagram

0 Br k BrX BrX 0

0 (BrL)G (BrXL)
G 0

The first vertical map is surjective because of the Hochschild–Serre spectral sequence for
group cohomology [Ser02, I.§2.6(b)]. Therefore the snake lemma produces an exact sequence

0 −→ ker(Br k → BrL) −→ ker(BrX → BrXL) −→ BrX −→ 0.

On the other hand, the Hochschild–Serre spectral sequence for étale cohomology [Poo17,
Thm. 6.7.5] yields an exact sequence

0 −→ ker(Br k → BrL) −→ ker(BrX → BrXL) −→ H1(G,PicXL) −→ H3(G,L×),

and, sinceG is cyclic, the last term is isomorphic to H1(G,L×) = 0. Comparing the sequences
shows that BrX ≃ H1(G,PicXL), which is killed by #G = 2.
(b) For g ∈ G, the following are equivalent:

• (a, g) ∈ Br k;
• ∂t(a, g) = 1 for all t ∈ (P1)(1) (by Theorem 5.1);
• avt(g) ∈ k(t)×2 for all t ∈ (P1)(1) (since ∂t(a, g) = avt(g) in k(t)×/k(t)×2);
• vt(g) ≡ 0 (mod 2) for all t /∈ V (F )split (by definition of V (F )split, since g ∈ G); and
• g ∈ Gsplit.
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(c) By Theorem 5.1 (for the top row), [Poo17, Thm. 6.8.3] (for the bottom row) and the
functoriality of pullback (for commutativity), we have the following commutative diagram
of exact sequences

(Br k)[2∞] (Brk(P1))[2∞] ker

 ⊕
t∈(P1)(1)

H1(k(t),Q2/Z2)
Cor−−→ H1(k,Q2/Z2)



(BrX)[2∞] (BrXη)[2
∞]

⊕
t∈(P1)(1)

⊕
x∈X(1)

π(x)=t

H1(k(x),Q2/Z2),

π∗

∂

Π

(6.1)
where Π = (π∗

t )t∈(P1)(1) . Applying the snake lemma, Lemma 6.2, and (a) gives the exact
sequence

⟨[Xη]⟩
∂−→ kerΠ −→ BrX −→ 0. (6.2)

Let us compute kerΠ. Since the fiber Xt is geometrically reducible if and only if t ∈ V (F ),

ker
(
π∗
t : H1(k(t),Q2/Z2)→

⊕
x∈X(1)

π(x)=t

H1(k(x),Q2/Z2)
)
=

{
1, if t /∈ V (F );

⟨a⟩ if t ∈ V (F ).

Thus, kerΠ is the intersection of ker(π∗
t )t∈(P1)(1) =

⊕
t∈V (F )⟨a⟩ ⊕

⊕
t/∈V (F ){1} with ker(Cor).

Note that for (act)t∈V (F ),

Cor((act)t∈V (F )) =
∏

t∈V (F )

act deg(t) = a
∑
ct deg(t).

Therefore,

kerΠ =
{
(act)t∈V (F ) ∈

⊕
t∈V (F )

⟨a⟩ ⊕
⊕
t/∈V (F )

{1} :
∑

t∈V (F )

ct deg(t) ≡ 0 (mod 2)
}

If g ∈ G, then ∂t(a, g) = avt(g) ∈ kerπ∗
t , so G maps into kerΠ.

We now prove that G → kerΠ is surjective. Suppose that (act)t∈V (F ) is an element of kerΠ,
where ct ∈ Z and

∑
t∈V (F ) ct deg(t) = 2r for some r ∈ Z. Then

∑
t∈V (F ) ct·[t]−2r[∞] = div(g)

for some function g ∈ k(P1)×. Now g ∈ G, and ∂t(g) = avt(g), which is act if t ∈ V (F ) and 1
if t /∈ V (F ).

We have injections G/Gsplit
(a,−)−−−→ Brk(P1)

Br k

∂−→ ker(Cor), by (b) and Theorem 5.1, respec-
tively. The composition defines an isomorphism G/Gsplit → kerΠ, by the previous paragraph.
This isomorphism maps f to ∂[Xη], so G/⟨f,Gsplit⟩ ≃ (kerΠ)/⟨∂[Xη]⟩ ≃ BrX, by (6.2).
(d) The following are immediate: (i)⇒(ii)⇒(vii)⇒(i) and (iv)⇒(v)⇒(vi)⇒(ii). Moreover,

(ii)⇒(iii) since if V (F )split = V (F ), then the divisor of f is a norm. Finally, (iii)⇒(iv) since
(a, g) = 0 in Brk(P1) whenever g ∈ k(P1)× is a norm.

(e) The assumption on a implies that V (F )split = ∅, so f1, . . . , fn map to an F2-basis of
G/Gsplit. Also, f = f1 · · · fn. Thus (e) follows from (c). □
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7. Conic bundles with prescribed Brauer–Manin pairing

In this section, we prove Theorem 1.1 by using the following theorem to construct a conic
bundle over P1.

Theorem 7.1. Let k be a global field of characteristic not 2, let n, r ≥ 0, and let S1, . . . , Sr ⊂
̂(Z/2Z)n. Then there exist a conic bundle X → P1

k that is smooth over k and split by a
quadratic extension of k, an injection (Z/2Z)n ↪→ BrX, and places v1, . . . , vr of k such that

(i) The composition (Z/2Z)n ↪→ BrX ↠ BrX is an isomorphism;

(ii) For j = 1, . . . , r, the image of X(kvj)→ ̂(Z/2Z)n is Sj; and

(iii) For all places w /∈ {v1, . . . , vr}, the image of X(kw)→ ̂(Z/2Z)n is {0}.

Proof of Theorem 1.1. Apply Theorem 7.1 with r := 1, n := N+1, and S1 := ̂(Z/2Z)n ∖ {0}
to produce a conic bundle X with S = B̂ ∖ {0}, where B := im((Z/2Z)n → BrX). Corol-
lary 3.2 shows that no proper subgroup of B gives an obstruction. Since B surjects onto
BrX, this Brauer–Manin obstruction is not captured by any subgroup generated by N ele-
ments. □

Remark 7.2. One can also take r > 1, provided there are sets S1, . . . , Sr with
∑
Si =

̂(Z/2Z)n ∖ {0}. If 1 ≤ r ≤ n − 1, then such sets S1, . . . , Sr of size ≥ 2 exist, by a minor
variation of Theorem A.3(b).

In Section 7.1, we produce a conic bundle π̃ : X̃ → P1 with an injection (Z/2Z)n → BrX

such that the local evaluation map X̃(kv) → ̂(Z/2Z)n is surjective for several places v.
Finally, in Section 7.2, we prove Theorem 7.1 by constructing a map g : P1 → P1 such that
the base change of X̃ → P1 by g has the desired properties.

7.1. Conic bundles with surjective evaluation at arbitrarily many places.

Proposition 7.3. Given n, r ≥ 0, there exist a conic bundle π̃ : X̃ → P1 that is smooth over
k and split by a quadratic extension of k, an injection (Z/2Z)n ↪→ Br X̃, and nonarchimedean
places ṽ1, . . . , ṽr of k not lying over 2 such that

(1) The composition (Z/2Z)n ↪→ Br X̃ ↠ Br X̃ is an isomorphism;
(2) Every point in the degeneracy locus of π̃ has even degree;
(3) For all archimedean places w, the conic bundle X̃kw is birational to a P1-bundle;

(4) For j = 1, . . . , r, the map ϕṽj : X̃(kṽj)→ ̂(Z/2Z)n is surjective; and
(5) For all places w, we have 0 ∈ imϕw.

Proof. Choose distinct monic separable irreducible polynomials f̃0, . . . , f̃n of even degree.
Let f̃ =

∏
f̃i. Let ṽ1, . . . , ṽr be nonarchimedean places not dividing 2 such that f̃i ∈ Oṽj [u]

for all i and j, the reduction f̃ mod ṽj is separable for all j, and each residue field Fṽj is large
enough that the set considered in Proposition 4.1 is nonempty for all choices of εj. Choose
a ∈ k× such that a is totally positive, ṽj(a) = 1 for all j, and k(

√
a) does not embed in

k[u]/(f̃i) for any i. Let X̃ := Xa,f̃ . Let (Z/2Z)n → Br X̃ be the homomorphism sending the

ith standard generator to (a, f̃i) for i = 1, . . . , r (not 0).

We claim that these have the desired properties. Since f̃ is monic, X̃ has a k-point P at
infinity. Then P ∗(a, f̃i) = (a, 1) = 0 for all i, so ϕw(P ) = 0 for all w, so (5) holds. Since
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each f̃i is irreducible of even degree, (2) holds. Since a is not a square in k[u]/(f̃i) for any i,
Theorem 6.5(e) implies (1). The assumption that a is totally positive implies (3).
It remains to show (4), that ϕṽj is surjective for each i. Fix w := ṽj, to simplify notation.

Suppose that ε0, . . . , εn ∈ F×
w have product 1. Proposition 4.1 produces c ∈ Fw such that

f̃i(c)εi ∈ F×2
w for all i. Multiplying gives f̃(c) = 1. Lift c to some c′ ∈ Ow. By Hensel’s

lemma, f̃(c′) ∈ O×2
w , so there exists P ∈ X̃(kw) with u-coordinate c′. Then ϕw(P ) maps

(a, f̃i) to invw(a, f̃i(c
′)), which is 0 or 1/2 according to whether εi ∈ F×2

w or not, since
w(a) = 1. Since ε1, . . . , εn are arbitrary (and then ε0 is determined), ϕw(P ) can be made to
equal any homomorphism (Z/2Z)n → Q/Z. □

7.2. Proof of Theorem 7.1. Given our fixed n, r, we apply Proposition 7.3 to obtain a conic
bundle π̃ : X̃ = Xa,f̃ → P1 split by a quadratic extension of k, an injection (Z/2Z)n ↪→ BrX,
and places ṽ1, . . . , ṽr such that each ϕṽj is surjective. There are finitely many additional places
w for which ϕw is nonconstant; call them ṽr+1, . . . , ṽm; they are nonarchimedean because of
Proposition 7.3(3). In proving Theorem 7.1, we are free to enlarge r to m and set the new
Sj equal to {0}; now the ϕṽj are no longer all surjective, but Sj ⊂ imϕṽj still holds for all
j, by Proposition 7.3(5). In addition, for any place w /∈ {ṽ1, . . . , ṽr}, the constant map ϕw
has image {0} by Proposition 7.3(5). Let vj = ṽj for each j. Let D be the degeneracy locus
of π̃, which consists of closed points Di of even degree, the zero loci in A1 of the irreducible
factors f̃i of f̃ .

For j = 1, . . . , r, let Uvj = π̃(ϕ−1
vj
(Sj)), which is the union over s ∈ Sj of the nonempty

open sets Uvj ,s := π̃(ϕ−1
vj
(s)) in P1(kvj). We can arrange that ∞ ∈ Uvj for all j: use weak

approximation to pick c ∈ (P1 ∖D)(k) such that c ∈ Uvj for every j, and change coordinate

on P1 to assume c =∞. Then the fiber X̃∞ is a smooth curve and X̃∞(kvj) ̸= ∅ for all j. For
each i, let θi be a zero of f̃i in some finite extension of k and choose a distinct nonarchimedean
place wi /∈ {v1, . . . , vr} such that X̃∞(kwi

) ̸= ∅ and wi splits completely in k(
√
a, θi); then√

a, θi ∈ kwi
.

Consider the following conditions on a polynomial g over k:

(1) For each i, the polynomial g − θi is irreducible and separable over kwi
;

(2) For each j, we have g(P1(kvj)) ⊂ Uvj and g(P1(kvj)) meets Uvj ,t for each t ∈ Sj; and
(3) For each place w such that X̃∞(kw) = ∅, the set g(P1(kw)) meets π̃(X̃(kw)).

These are open conditions at finitely many different places, each satisfiable in sufficiently
divisible degrees ((2) by Lemma 4.3), so by weak approximation there is a global polynomial
g satisfying them all.
Let π : X = Xa,f̃◦g → P1 be the pullback of π̃ : X̃ → P1 along g. The degeneracy locus

of π is g−1(D) =
⋃
g−1(Di), and each g−1(Di) is the zero locus of f̃i ◦ g. Condition (1)

and Lemma 4.4 imply that each f̃i ◦ g is irreducible and separable, so X is smooth over
k. Moreover, Lemma 4.4 over k(

√
a) implies that f̃i ◦ g remains irreducible over k(

√
a),

so a is not a square in k[u]/(f̃i ◦ g). Thus, by Theorem 6.5(e), the images of (a, f̃i ◦ g) in
BrX for i = 0, . . . , n generate BrX, and the only F2-linear relation between them is that
their sum is 0. In other words, omitting the 0th generator, we find that the composition
(Z/2Z)n → Br X̃ → BrX → BrX is an isomorphism; this is part (i) of the theorem.
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Parts (ii) and (iii) of the theorem concern the composition

X(kw) −→ X̃(kw)
ϕw−→ ̂(Z/2Z)n

for places w. Condition 2 on g implies (ii). For w /∈ {v1, . . . , vr}, we already noted that ϕw
is 0, and condition 3 on g implies X(kw) ̸= ∅, so (iii) holds. □

8. An explicit construction over Q

In this section we give an explicit construction of a conic bundle over Q with the desired
properties of Theorem 1.1. This example is constructed using a base change argument
reminiscent of the proof of Theorem 7.1; see Remark 8.5 for a comparison between these two
approaches.

Let n ≥ 2 be a positive integer and let q be a prime number that is larger than n. By
Dirichlet’s theorem on primes in arithmetic progressions, there is a prime p that is congruent
to 1 modulo 8, congruent to a non-square modulo q, congruent to a square for all odd primes
ℓ ≤ (q − 1)(n− 1) different from q, and large enough that the conclusion of Proposition 4.1
holds when applied to polynomials of degree n+ 1.

Define f̃0(u) := qu+4n. For i = 1, . . . , n, define f̃i(u) := u+4(n− i). By Proposition 4.1,

the image of (f̃0, . . . , f̃n) : Fp → Fn+1
p meets every coset of (F×2

p )n+1 in (F×
p )

n+1. Let E be the

set of nonidentity elements (ε0, . . . , εn) ∈ (F×
p /F×2

p )n+1 with
∏
εi = 1. Choose a function

ψ : A1(Fp)→ Fp such that the composition

A1(Fp)
ψ−→ Fp

(f̃0,...,f̃n)−−−−−→ (Fp)n+1 99K (F×
p /F×2

p )n+1 (8.1)

is defined and has image E . By Lemma 4.2, there exists a monic polynomial h ∈ Fp[u] of
degree p + 1 that on A1(Fp) agrees with ψ. Fix a monic integral polynomial g ∈ Z[u] of
degree p+ 1 such that

g ≡ h (mod p), g ≡ up+1 − up+2−q + 4 (mod q), and g is Eisenstein at 2.

Let fi := f̃i ◦ g and f =
∏n

i=0 fi; these are in Z[u].

Lemma 8.1. Let p, q, n, fi, and f be defined as above.

(1) Each fi is irreducible of even degree. Its leading coefficient is q if i = 0, and 1 if
i > 0.

(2) Each fi maps A1(Zq) into Z×
q .

(3) Each fi maps A1(Zp) into Z×
p , and the composition

A1(Zp)
(f0,...,fn)−−−−−→ (Z×

p )
n+1 ↠ (F×

p /F×2
p )n+1 (8.2)

has image E.
(4) The polynomial f maps A1(Zp) into Z×2

p .

(5) If ℓ > (q − 1)(n− 1) is prime and c ∈ A1(Zℓ), then at most one of f0(c), . . . , fn(c) is
not an ℓ-adic unit.

Proof.
(1): Each fi has degree p+1. Since g is Eisenstein at 2, it is irreducible, so fi is irreducible

too. Since g is monic, the leading coefficient of fi := f̃i ◦ g equals that of f̃i.
12



(2): For any c ∈ A1(Zq), we have g(c) ≡ 4 (mod q), so f0(c) ≡ f̃0(4) ≡ 4n ̸≡ 0 (mod q)

and fi(c) ≡ f̃i(4) ≡ 4(n− i+ 1) ̸≡ 0 (mod q) for i = 1, . . . , n, since q > n by assumption.
(3): The composition is same as the composition

A1(Zp) ↠ A1(Fp)
g=h=ψ−−−−→ Fp

(f̃0,...,f̃n)−−−−−→ (Fp)n+1 99K (F×
p /F×2

p )n+1,

which is a surjection followed by 8.1, so its image is E .
(4): The composition

A1(Zp)
f−→ Z×

p ↠ F×
p /F×2

p

equals the composition of 8.2 with the product map to F×
p /F×2

p , which sends E to 1. Thus f

maps A1(Zp) to ker(Z×
p ↠ F×

p /F×2
p ), which equals Z×2

p by Hensel’s lemma.
(5): Suppose that there exist i < j such that fi(c) and fj(c) are not ℓ-adic units. Let

c′ := g(c); then f̃i(c
′) ≡ f̃j(c

′) ≡ 0 (mod ℓ). If i = 0, then the congruences

qc′ + 4n ≡ f̃0(c
′) ≡ 0 (mod ℓ)

c′ + 4(n− j) ≡ f̃j(c
′) ≡ 0 (mod ℓ)

force q(n− j) ≡ n (mod ℓ); also, 0 < |q(n− j)− n| ≤ (q − 1)(n− 1), so ℓ ≤ (q − 1)(n− 1).
If i ̸= 0, then the congruence

c′ + 4(n− i) ≡ f̃i(c
′) ≡ 0 ≡ f̃j(c

′) ≡ c′ + 4(n− j) (mod ℓ)

implies i ≡ j (mod ℓ); also, 0 < |i− j| < n, so ℓ < n ≤ (q − 1)(n− 1). □

The remainder of this section is devoted to proving that X = Xp,f satisfies the conditions
of Theorem 1.1.

Lemma 8.2. The Brauer classes αi := (p, fi) for i = 1, . . . , n generate an elementary abelian
2-subgroup of BrX that has order 2n and generates BrX.

Proof. Since 2 is unramified in Q(
√
p), while fi is Eisenstein at 2, the field Q(

√
p) does not

embed in Q[u]/(fi(u)). The result now follows from Theorem 6.5(e). □

Theorem 8.3. Consider the conic bundle X = Xp,f and let B := ⟨α1, . . . , αn⟩ ⊂ BrX be
the subgroup generated by the classes αi described in Lemma 8.2. For each place v, let Sv
denote the image of ϕv : X(Qv)→ B̂. Then

(1) X(AQ) ̸= ∅,
(2) For all places v ̸= p, we have Sv = {0}, and
(3) Sp = B̂ ∖ {0}.

In particular, X(AQ)
Br = ∅ and for all subgroups B′ ⊊ BrX that do not generate BrX,

X(AQ)
B′ ̸= ∅.

Proof.
(1): By construction, f has even degree and has leading coefficient q. Thus the fiber X∞

is the conic y2 − pz2 = qw2. Since p ≡ 1 (mod 8) and p mod q is not a square, X∞ has a
Qv-point if and only if v ̸= p, q.

Let c ∈ A1(Zp); by Lemma 8.1(4), f(c) ∈ Z×2
p , so the fiber Xc has a Qp-point.

Let c′ ∈ A1(Zq); by Lemma 8.1(2), f(c′) ∈ Z×
q , so Xc′ has good reduction at q, so Xc′ has

a Qq-point.
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(2): By (1), each Sv is nonempty. If p ∈ Q×2
v , then all αi are 0, so Sv ⊂ {0}, so Sv = {0}.

Therefore it remains to prove Sv ⊂ {0} for v = ℓ ̸= p, where ℓ = q or ℓ > (q − 1)(n − 1).
That is, for such ℓ, and for any i > 0 and any P ∈ X(Qℓ), we need P ∗αi = 0 in BrQℓ. Let
c = π(P ); if c ̸=∞, the condition can be written as (p, fi(c)) = 0 in BrQℓ.

Case 1: c = ∞. By the proof of (1), ℓ ̸= p, q. By Lemma 8.1(1), there is an integer n
such that fi/t

2n evaluates to 1 at ∞, so P ∗α = 0 for any P ∈ X∞(Qℓ).
Case 2: c ∈ A1(Qℓ)∖A1(Zℓ). By Lemma 8.1(1), vℓ(fi(c)) is even. Since ℓ ̸= 2, p, we have

(p, fi(c)) = 0 in BrQℓ.
Case 3: c ∈ A1(Zℓ). Since f is in the image of the norm from Q(X)(

√
p)/Q(X), we have

(p, f) = 0 in BrX. Thus
∑n

i=0(p, fi(c)) = 0. If ℓ = q, Lemma 8.1(2) implies fi(c) ∈ Z×
q , so

(p, fi(c)) = 0 for all i. If ℓ ̸= p, q with ℓ > (q− 1)(n− 1), then by Lemma 8.1(5), there exists
j such that for all i ̸= j, we have fi(c) ∈ Z×

ℓ , so (p, fi(c)) = 0; then
∑n

i=0(p, fi(c)) = 0 forces
(p, fj(c)) = 0 too.

(3): We claim that π(X(Qp)) = A1(Zp). By the proof of (1), X∞(Qp) = ∅; that is,

∞ /∈ π(X(Qp)). For c ∈ A1(Qp) ∖ A1(Zp), Lemma 8.1(1) implies f(c) ∈ qQ×2
p , and

(
q
p

)
=(

p
q

)
= −1, so the conic Xc : y

2 − pz2 = f(c)w2 has no Qp-point. For c ∈ A1(Zp), the proof

of (1) showed that Xc has a Qp-point. This proves the claim.
Since (p,−) : Z×

p → BrQp = Q/Z equals the composition Z×
p ↠ F×

p /F×2
p ≃ 1

2
Z/Z ↪→ Q/Z,

the map ϕv equals the composition

X(Qp)
π
↠ A1(Zp)

(8.2)−→ (F×
p /F×2

p )n+1 forget 0th coordinate−−−−−−−−−−−→ (F×
p /F×2

p )n ≃ (1
2
Z/Z)n ≃ B̂

sending P to (P ∗(p, fi))1≤i≤n ∈ (1
2
Z/Z)n and then applying the isomorphism to B̂ defined

by our F2-basis of B. By Lemma 8.1(3), the image of X(Qp) in (F×
p /F×2

p )n+1 is E , which
maps onto (F×

p /F×2
p )n ∖ {(1, . . . , 1)} and then B̂ ∖ {0}. □

Remark 8.4. To construct an explicit Xp,f as in Theorem 8.3, we must first find suitable
primes p and q. When n = 4 we can take q = 5, in which case the smallest prime p satisfying
the conditions is p = 1873, and we may choose ψ to have image

{3, 6, 7, 11, 15, 20, 22, 26, 29, 31, 33, 35, 41, 61, 195} ⊂ F1873.

All computations were done in Magma.

Remark 8.5. There is a strong analogy between the construction of the conic bundle Xp,f

satisfying Theorem 8.3 and the base change technique used in the proof of Theorem 7.1.
Recall the notations of f̃i, g, ψ, f . Let f̃ =

∏
i f̃i. Then the conic bundle X := Xp,f is

the base change of X̃ := Xp,f̃ by the map g : P1 → P1. Since the f̃i have odd degree, the

classes α̃i := (p, f̃i), whose pullbacks g∗α̃i = (p, fi) generate BrX, are ramified along X̃∞.
Moreover, using Theorem 6.5, one sees that the 2-rank of BrX is larger than the 2-rank of
Br X̃, so we cannot hope to employ exactly the same strategy as in the proof of Theorem 7.1.
Nevertheless, α̃i ∈ Br(X̃A1) and we can evaluate α̃i at points in X̃A1(Zℓ). (This suffices since
g is totally ramified of even degree over infinity.) For primes ℓ ̸= p or q, the same proof as in

Theorem 8.3(2) shows that the image of the map X̃A1(Zℓ)→ ̂(Z/2Z)n is {0}. By our choice

of p sufficiently large to satisfy Proposition 4.1, the map X̃A1(Zp) → ̂(Z/2Z)n is surjective.

For q, any P ∈ X̃A1(Zq) with π(P ) ≡ 4 (mod q) is sent to 0 in ̂(Z/2Z)n. The constraints on
14



g modulo p and q amount to constraining the image of XA1(Zℓ) in X̃A1(Zℓ) for ℓ = p, q to

force Sp = ̂(Z/2Z)n ∖ {0} and Sq = {0}.

Remark 8.6. It is possible to use the ideas of this section to realize any combinatorial as-
signment as in Section 3, and for a general global field of characteristic not 2, not just for
Q. Since this is already achieved by the proof in Section 7, we omit the details.

Appendix A. Sumsets excluding exactly one element

In this section we use a result of Rado to prove Theorem A.3, which constrains the ways
that a sumset can equal Fn2 ∖ {v} for a vector v.

Lemma A.1 ([Rad42, Theorem 1]). Let V be a vector space over a field F , let I be a finite
set, and let Si ⊆ V for i ∈ I be subsets such that dimSpan

(⋃
j∈J Sj

)
≥ #J for each subset

J ⊆ I. Then there exists a tuple in
∏

i∈I Si whose components are linearly independent.

Proposition A.2. Let n ≥ 1. Let I be a finite set. Suppose that 0 ∈ Si ⊆ Fn2 and #Si ≥ 2
for each i ∈ I. If each tuple of vectors in

∏
i∈I Si is linearly dependent, then there exists

J ⊆ I such that
∑

j∈J Sj is a nontrivial subspace of Fn2 .

Proof. Let (vi) ∈
∏

i∈I Si be such that dimSpan(vi : i ∈ I) is maximal, say equal to m. Let
Im ⊆ I be such that (vi)i∈Im is a basis of this span, so #Im = m. Since (vi)i∈I is dependent,
Im ̸= I. Let Im+1 be a set of size m+ 1 such that Im ⊊ Im+1 ⊆ I. No tuple in

∏
i∈Im+1

Si is
linearly independent, so by the contrapositive of Lemma A.1 for Im+1, there exists J ⊆ Im+1

such that

dimSpan(
⋃
j∈J

Sj) ≤ #J − 1.

In particular, J is nonempty. Now,

#J − 1 ≤ #(J ∩ Im) = dimSpan(vj : j ∈ J ∩ Im)

≤ dimSpan(vj : j ∈ J) ≤ dimSpan(
⋃
j∈J

Sj) ≤ #J − 1,

which gives the final equality in

Span(vj : j ∈ J) =
∑
j∈J

{0, vj} ⊆
∑
j∈J

Sj ⊆ Span(
⋃
j∈J

Sj) = Span(vj : j ∈ J),

so
∑

j∈J Sj is a subspace of Fn2 . Since J is nonempty and Sj contains a nonzero vector for
each j, this subspace is nontrivial. □

Theorem A.3. Let n ≥ 1. Suppose that Si ⊆ Fn2 and #Si ≥ 2 for i = 1, . . . , t.

(a) If
∑
Si = Fn2 ∖ {v} for some v ∈ Fn2 , then t ≤ n− 1.

(b) Let e1, . . . , en be the standard basis of Fn2 . Let v =
∑
ei. Let Si = S := {0, e1, . . . , en}

for i = 1, . . . , n− 1. Then
∑
Si = Fn2 − {v}.

Remark A.4. The example in (b) shows that the inequality in (a) is sharp.

Remark A.5. By replacing S1 in (b) by S1+ v, we obtain an example with
∑
Si = Fn2 −{0}.

Proof of Theorem A.3.
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(a) For each i, translate Si to assume that 0 ∈ Si. Suppose that t ≥ n. Then any tuple
in

∏t
i=1 Si is linearly dependent, since otherwise it would be a basis, contradicting∑

Si = Fn2 ∖ {v}. By Proposition A.2,
∑
Si is a union of cosets of a nontrivial

subspace of Fn2 , again contradicting
∑
Si = Fn2 ∖ {v}. Thus t ≤ n− 1.

(b) Each Si is the set of vectors with at most one nonzero coordinate, so
∑n−1

i=1 Si is the
set of vectors with at most n− 1 nonzero coordinates. □
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