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Abstract. Young’s lattice is the lattice of partitions of integers, ordered by inclusion of
diagrams. Standard Young tableaux can be represented as paths in Young’s lattice that
go up by one square at each step, and more general paths in Young’s lattice correspond
to more general kinds of tableaux. Using the theory of symmetric functions, in particular
Pieri’s rule for multiplying a Schur function by a complete symmetric function, we derive
formulas for counting paths in Young’s lattice that go up or down by horizontal or vertical
strips. Our results are related to Richard Stanley’s theory of differential posets in the
special case of Young’s lattice.

1. Introduction. Richard Stanley (1988) has studied paths in certain posets,
called “differential posets,” using properties of operators which move up and down
by one rank in the poset. In the case of Young’s lattice, the lattice of partitions
ordered by inclusion of diagrams, these paths are sometimes called oscillating or
up-down tableaux , and they generalize standard Young tableaux (i.e., with distinct
entries). We describe here a related method, using symmetric functions, which
can be used to extend some of these results to tableaux which may have repeated
elements. We count paths in Young’s lattice (or more precisely, walks in the Hasse
graph of Young’s lattice) that move up or down not only by one square at a time, but
more generally by horizontal or vertical strips. Such paths have arisen in the work
of Sundaram (1986, 1990) on the combinatorics of representations of symplectic
groups.

A similar approach, in a more general context, has been developed independently
by Fomin (1992).

2. Symmetric functions. We follow the notation of Macdonald (1979) for sym-
metric functions. In particular, sλ, hn, and en denote the Schur function, the
complete symmetric function, and the elementary symmetric function.
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Pieri’s rule (see Macdonald (1979, p. 42)) is the formula

sλhn =
∑

µ

sµ, (1)

where the sum is over all partitions µ such that µ − λ is a horizontal n-strip, i.e.,
a set of n squares no two of which are in the same column. We shall also need the
analogous formula (Macdonald (1978), p. 42)

sλen =
∑

µ

sµ, (2)

where the sum is over all partitions µ such that µ− λ is a vertical n-strip.
It follows from (1) by induction on k that the coefficient of sµ in sλhn1 · · ·hnk

is
the number of paths in Young’s lattice from λ to µ consisting of k steps, in which
the ith step goes up by a horizontal ni-strip. Such a path can be represented by a
tableau of shape µ−λ with n1 1’s, n2 2’s, . . . , nk k’s. More generally, the coefficient
of sµ in

sλhm1en1hm2en2 · · ·hmk
enk

is the number of paths in Young’s lattice from λ to µ consisting of 2k steps, which go
up alternately by horizontal and vertical strips of sizes m1, n1, . . . , mk, nk. (Since
steps of size 0 are allowed, all possible paths from λ to µ that go up by horizontal
and vertical strips are covered.) For further information on the corresponding
generalized tableaux, see, for example, Remmel (1984).

We would now like to count paths that can go either up or down by horizontal
or vertical strips. To do this we will work with linear operators on symmetric
functions which are products of the operators of multiplication by hn or en and the
adjoints of these multiplication operators. It is convenient to write operators after
their operands. Our notation does not distinguish between the symmetric function
f and the operator of multiplication by f , but this should cause no problems.

If f is any symmetric function, then D(f) is the adjoint of multiplication by
f with respect to the usual scalar product on symmetric functions; that is, for
any symmetric functions a and b, 〈aD(f), b〉 = 〈a, bf〉. (See Macdonald (1979,
pp. 43–45).) For convenience we write f∗ for D(f).

By the definition of h∗n, 〈sλh∗n, sµ〉 = 〈sλ, sµhn〉. Then Pieri’s rule, together with
orthogonality of the Schur functions, implies that

sλh∗n =
∑

µ

sµ (3)

where the sum is over all partitions µ such that λ − µ is a horizontal n-strip, and
similarly

sλe∗n =
∑

µ

sµ (4)

where the sum is over all partitions µ such that λ− µ is a vertical n-strip.
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It follows that the coefficient of sµ in

sλhk1el1h
∗
m1

e∗n1
hk2el2h

∗
m2

e∗n2
· · ·hkr

elrh
∗
mr

e∗nr

is the number of paths in Young’s lattice from λ to µ consisting of 4r steps, each
of which goes up or down by a horizontal or vertical strip of the appropriate size.

We now describe a very useful notation for symmetric functions. (For some
other applications of this notation, see, for example, Lascoux and Pragacz (1988).)
Let α, β, . . . be variables. By a monomial we mean an expression of the form
αrβs · · · . Note that the coefficient of a monomial must be 1; thus 2α2β3 is not a
monomial, but it may be written as a sum of two (equal) monomials. Note also
that 1 = α0β0 · · · is a monomial.

Now let w1, w2, . . . be monomials and let f = f(x1, x2, . . . ) be a symmetric
function. We define f(w1 + w2 + · · · ) to be f(w1, w2, · · · ). It is clear that if
w = w1 + w2 + · · · and f and g are symmetric functions then

(f + g)(w) = f(w) + g(w) and (f · g)(w) = f(w) · g(w). (5)

It is useful when working with vertical strips to extend this definition of f(w) to
sums of monomials with arbitrary coefficients. If w = m1w1 + m2w2 · · · , where the
mi are nonnegative integers, then f(w) is already defined as

f(w1 + · · ·+ w1︸ ︷︷ ︸
m1

+w2 + · · ·+ w2︸ ︷︷ ︸
m2

+ · · · ).

In particular, for the power sum symmetric functions pr, we have

pr(m1w1 + m2w2 + · · · ) = m1w
r
1 + m2w

r
2 + · · · (6)

whenever the wi are monomials and the mi are nonnegative integers.
We now take (6) as a definition for arbitrary coefficients m1, m2, . . . . Together

with (5), this defines f(w) for all symmetric functions f .
It is sometimes useful to let an unsubscripted letter denote the sum of the corre-

sponding subscripted letters, which we take as variables. Thus if x = x1 + x2 + · · ·
and f is a symmetric function then f(x) is actually equal to f(x1, x2, . . . ). We
adopt this convention for the letters x, y, u, d, U , and D.

We also use the notation h = h(x) for
∑∞

n=0 hn =
∏

i (1− xi)−1. One of the basic
properties of h is that h(x + y) = h(x)h(y). In particular, 1 = h(0) = h(x − x) =
h(x)h(−x), so hn(−x) = (−1)nen(x). This property will allow us to write formulas
involving both complete and elementary symmetric functions compactly.

Rather than working with hn and h∗n directly, it will be more convenient to
work with their generating functions. If s is a variable,

∑∞
n=0 snhn(x) = h(sx).

There is also a simple description of the action of
∑∞

n=0 tnh∗n(x) = h∗(tx), where
t is a variable. It is not hard to show that for any symmetric functions f = f(x)
and g = g(x), gf∗ = 〈g(x + y), f(y)〉y, where 〈 , 〉y denotes the scalar product
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in the y variables only.1 We also recall that for any symmetric function f(x),
〈f(y), h(zy)〉y = f(z). Thus

g(x)h∗(tx) = 〈g(x + y), h(ty)〉y = g(x + t), (7)

so h∗(tx) is a homomorphism. (In fact (7) is true for arbitrary t.) Although h(sx)
and h∗(tx) don’t commute, (7) makes it easy to evaluate the products in which
they appear.

3. Paths. We first consider the case of paths that go up or down by horizontal
strips only. Note that

sλhm1h
∗
n1

hm2h
∗
n2
· · ·

is the coefficient of um1
1 dn1

1 um2
2 dn2

2 · · · in

sλh(u1x)h∗(d1x)h(u2x)h∗(d2x) · · · . (8)

We recall that
h(xy) =

∑
λ

sλ(x)sλ(y). (9)

Thus (8) is the coefficient of sλ(y) in

h(xy)h(u1x)h∗(d1x)h(u2x)h∗(d2x) · · · .

Now h(xy)h(u1x)h∗(d1x) = h(xy +u1x+d1y +u1d1), and an easy induction shows
that in general

h(xy)h∗(d1x)h(u1x)h∗(d2x)h(u2x) · · · = h

(
xy + ux + dy +

∑
i≤j

uidj

)
. (10)

Thus the coefficient of sλ(x)sµ(y) in (10) is the generating function for paths from
µ to λ; that is, the coefficient of sλ(x)sµ(y)um1

1 dn1
1 um2

2 dn2
2 · · · in (10) is the number

of paths in Young’s lattice from λ to µ that first go up by a horizontal m1-strip,
then down by a horizontal n1-strip, then up by a horizontal m2-strip, and so on. A
straightforward calculation, which we omit, shows that the coefficient of sλ(x)sµ(y)
in (10) may be expressed as

∑
ν

sλ/ν(u)sµ/ν(d)
/ ∏

i≤j

(1− uidj) (11)

In particular, the generating function for paths from 0̂ to λ is

sλ(u)
/ ∏

i≤j

(1− uidj). (12)

1This follows easily from the fact that the comultiplication f(x) 7→ f(x + y) is the dual of multipli-
cation; i.e., 〈a(x + y), b(x)c(y)〉xy = 〈a(x), b(x)c(x)〉.
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and the generating function for paths from 0̂ to 0̂ is∏
i≤j

1
1− uidj

. (13)

To count paths in which all the up steps come before all the down steps, we set
some of the ui and dj equal to zero so that i ≤ j for every nonzero ui and vj , and
(13) becomes h(ud). In this case a path can be represented by a pair of tableaux
of the same shape, and our result reduces to (9), with u and d replacing x and y.

For a generating function of a slightly different type, let us count closed paths,
where instead of keeping track of the starting and ending point, we weight a path
from λ to λ by q|λ|. Then the generating function for these paths is∑

λ,ν

sλ/ν(u)sλ/ν(d)q|λ|
/ ∏

i≤j

(1− uidj),

which by Corollary 6.7 of Sagan and Stanley (1990) is equal to

h

(
q
1 + ud

1− q

)/ ∏
i≤j

(1−uidj) =
∞∏

m=1

(1−qm)−1
∞∏

k,l,m=1

(1−ukdlq
m)−1

∏
i≤j

(1−uidj)−1.

(14)
When we allow vertical strips as steps, it is convenient to work with (−1)nen =

hn(−x) and (−1)ne∗n = h∗n(−x) rather than en and e∗n, since this allows us to use
a more compact notation. Then in the generating functions obtained using this
convention, the term in the corresponding to a path will be multiplied by (−1)N ,
where N is the sum of the lengths of all the vertical strips, up and down, in the
path. When our final result is obtained and written out explicitly, we can make all
signs positive by replacing each Ui with −Ui and each Dj with −Dj .

We have
∞∑

n=0

(−1)nen(x)Un
i = h(−Uix),

∞∑
n=0

(−1)ne∗n(x)Dn
i = h∗(−Dix),

and with the formula g(x)h∗(−tx) = g(x− t) we find as before that

h(xy)h(u1x)h(−U1x)h∗(d1x)h∗(−D1x) · · ·

= h

(
xy + (u− U)x + (d−D)y +

∑
i≤j

(ui − Ui)(dj −Dj)
)

. (15)

Thus, for example, setting x = y = 0 and fixing the signs, we find that the gener-
ating function for paths from 0̂ to 0̂ is∏

i≤j

(1 + uiDj)(1 + Uidj)
(1− uidj)(1− UiDj)

.
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Similar formulas can be obtained if we don’t care where the paths start, by using

∑
λ

sλ(x) = h
(
x + e2(x)

)
=

∏
i

1
1− xi

∏
i≤j

1
1− xixj

(16)

in place of (9), and more generally, we may use any of Littlewood’s formulas de-
scribed in Macdonald (1979, pp. 45–47). Thus, for example, we can count paths
that begin at a partition with an even number of parts or paths that begin at a
partition of the form (α1 − 1, . . . , αp − 1 | α1, . . . , αp) in Frobenius notation.

4. An R-S-K bijection. As noted above, the generating function (13) for paths
from 0̂ to 0̂ is a generalization of the generating function for pairs of tableaux of
the same shape. It is natural to ask whether a bijective proof can be given by
a generalization of the Robinson-Schensted-Knuth correspondence (Knuth, 1970).
We describe a bijection that proves the “dual” of (12), that the generating function
for paths from µ to 0̂ is sµ(d)/

∏
i≤j(1 − uidj). We omit the proof, which follows

easily from properties of Knuth’s insertion algorithm.
The bijection is given by an algorithm which constructs a sequence of column-

strict decreasing tableaux Pi from a two-line array of positive integers(
q1 · · · qN

p1 · · · pN

)
. (17)

together with a column-strict decreasing tableau T of shape µ. The two-line array
must satisfy qi ≤ pi and the lexicographic conditions qi ≤ qi+1 and if qi = qi+1

then pi ≥ pi+1. The sequence of shapes of the Pi is the desired path from µ to 0̂ in
Young’s lattice. Given a two line array (17) and a tableau T , the tableaux Pi are
constructed as follows:

Let M be the largest integer occurring in T or among the pi. Let σk for
1 ≤ k ≤ N be the word in the p’s lying underneath the occurrences of k among
the q’s (so σk is weakly decreasing). By “insertion” of σk into a column-strict
decreasing tableau we mean the usual Knuth row insertion.

(1) Start with P0 = T .
(2) For k = 1 to M do

Step 2k − 1: Insert σk into P2k−2 to obtain P2k−1.
Step 2k: Delete all k’s from P2k−1 to obtain P2k.

As an example we take the tableau

T =
3 3 1

2

and the two-line array ( 1 1 1 2 2
2 2 1 3 2

)
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Then we have P0 = T ,

P1 =
3 3 2 2 1

2 1
P2 =

3 3 2 2

2

P3 =
3 3 3 2 2

2 2
P4 = 3 3 3

P5 = 3 3 3 P6 = 0̂

Similar algorithms in the special case of oscillating tableaux were given by De-
lest, Dulucq, and Favreau (1988) Sundaram (1986, Lemma 8.7), R. P. Stanley
(unpublished), and G. X. Viennot (unpublished). The general case was found in-
dependently by Roby (1991).

5. Exponential generating functions. As special cases of his results on dif-
ferential posets, Stanley obtained numerous exponential generating functions for
paths in Young’s lattice that go up or down by only one square at a time. We
indicate how some of these results can be derived from the results of Section 3. The
key to obtaining exponential generating functions is a well-known homomorphism
from symmetric functions to exponential generating functions. (See, e.g., Macdon-
ald (1979, p. 18, Ex. 2) or Gessel (1990 Theorem 1).) We may define a linear map
θ from power series in u1, u2, . . . to power series in z by

θ(u1u2 · · ·un) =
zn

n!
, including θ(1) = 1;

θ
(∏

umi
i

)
= 0 for all other monomials.

Then the restriction of θ to symmetric power series is a homomorphism that also
satisfies

θ
(
pn(u)

)
=

{
z, if n = 1
0, if n > 1,

and it is clear that

θ
(
sλ(u)

)
= fλ z|λ|

|λ|! ,

where fλ is the number of standard Young tableaux of shape λ.
To count paths that go up or down by 1 square at each step, we set di = ui in the

relevant generating function and extract the coefficient of u1u2 · · ·un. Since the sub-
stitution yields a symmetric function of u, an exponential generating function can
be obtained by applying θ. It is easily checked that θ

(∏
i≤j(1− uiuj)−1

)
= ez2/2.
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Thus from (12) we obtain the generating function fλez2/2z|λ|/|λ|! for oscillating
tableaux of shape λ, as found by Sundaram (1986) and Delest, Dulucq, and Favreau
(1988). Similarly, from (14) we obtain the exponential generating function

exp
(

z2

2
+

qz2

1− q

) / ∞∏
m=1

(1− qm)

in which the coefficient of qkzn/n! is the number of closed paths in Young’s lattice
with n steps (each up or down by one square), beginning and ending at the same
partition of k. This is the case r = 1 of Stanley (1988, Corollary 3.14).

6. Commutation relations. The operators U and D of Stanley (1988) (not to be
confused with U and D as used in this paper), when restricted to Young’s lattice,
are h1 and h∗1. Stanley’s theory is based on the fact that their commutator is 1.
Thus it is natural to try to generalize these commutation relations to hm and h∗n,
and to ask whether analogous operators satisfying these relations exist for other
posets. We note also that the h∗i , like Stanley’s D, are differential operators, but
not of first order (Macdonald (1978, pp. 43–45)).

The commutation relations are easily derived by considering the action of their
generating functions: If f is any symmetric function then

f(x)h∗(d1x)h(u1x) = f(x + d1)h(u1x).

and

f(x)h(u1x)h∗(d1x) = f(x + d1)h(u1x + u1d1)

= f(x + d1)h(u1x)h(u1d1)

= f(x)h∗(d1x)h(u1x)h(u1d1). (18)

Equating coefficients of um
1 dn

1 in the extremes of (18) we obtain

hmh∗n =
∑
i≥0

h∗n−ihm−i. (19)

Equivalently, multiplying both sides of (18) by 1− u1v1 = h(u1d1)−1, we obtain

h∗nhm = hmh∗n − hm−1h
∗
n−1.

Similarly,
hme∗n = e∗nhm + e∗n−1hm−1

and analogous formulas hold for the other operators.
It is not too difficult to give combinatorial proofs of these commutation relations.

Thus to prove (19) combinatorially in our context, given partitions λ and µ, we must
find a bijection from the set of partitions ν such that ν − λ is a horizontal m-strip
and ν − µ is a horizontal n-strip to the set of partitions ν̄ such that for some
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i ≥ 0, λ− ν̄ is a horizontal (n− i)-strip and µ− ν̄ is a horizontal (m− i)-strip. It
can be shown that the following correspondence is such a bijection: Given ν, let
αi = νi − λi and βi = νi − µi. Let ᾱi = min(αi+1, βi+1) + max(0, βi − αi). Then
define ν̄ by ν̄i = λi − ᾱi.

An informal description of this bijection may be helpful: When we go from λ up
to ν then down to µ, in row i there is an “overlap” of min(αi, βi) squares which
are added and then removed and a “net gain” of αi − βi squares or a “net loss”
of βi − αi squares, whichever is nonnegative. A similar statement holds when we
go from λ down to ν̄ then up to µ. Then ν̄ is chosen so that the overlap in row i
of λ → ν̄ → µ is equal to the overlap in row i + 1 of λ → ν → µ. We note that
the special case λ = µ (and consequently m = n) of this bijection was given by
Macdonald (1979, Ex. 4, p. 45) who used it to prove (16).

Young’s lattice is, in Stanley’s terminology, a “1-differential poset”; but Stan-
ley’s theory applies more generally to “r-differential posets,” of which the r-fold
product of Young’s lattice, Y r is an example. We can study paths in Y r by
representing its elements as products of Schur functions in r sets of variables.
Thus the element (λ, µ) of Y 2 may be represented by sλ(x)sµ(y) and we may
count paths in Y 2 by using the operators hn(x + y) =

∑
i+j=n hi(x)hj(y) and

h∗n(x + y) =
∑

i+j=n h∗i (x)h∗j (y). The commutation relations in the general case of
Y r, which correspond to the defining property of an r-differential poset, are easily
shown to be

hmh∗n =
∑
i≥0

(
r + i− 1

r − 1

)
h∗n−ihm−i;

here hm = hm(x + y + · · · ) =
∑

i+j+···=m hi(x)hj(y) · · · , and similarly for h∗n.
Fomin (1992) has used more general commutation relations to count paths in

graphs.
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